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Abstract

The marine environment is a popular setting for physics simulation,
autonomous agent and behavioural animation papers since [Tu and
Terzopoulos 1994a]. Virtual fishes can be defined as autonomous
agent that interact in real time with a dynamic environment. They
are based on a spring-mass physical locomotion model and on a
behavioural model based on roles (prey, predator) and sensors.

While extensive work has been done in modeling sophisticated vir-
tual fishes, this paper focuses on the sensor system and reaction to
environmental stimuli. This paper comes with a demo illustrating
different sensors used by a fish to identify a stalking predator and a
simulation of the chase once the predator attacks.
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1 Introduction

The original artificial fishes were first introduced in [Tu and Ter-
zopoulos 1994a] as autonomous agents with a non-trivial inter-
action and behavior model. This framework has been expanded
in subsequently papers and many different specific subtopics have
been investigated. In this paper, we want to investigate the result of
a combination of a sensor system and an awareness model to mimic
the prey-predator behavior in this environment. As suggested in
[Stephens et al. 2003], we will take into account the vision, which
is relatively limited in an underwater environment, and mechanop-
erception provided by the lateral line of the fish, that can detect
vibration and hence movement and sounds. This last sense can ex-
tend its range farther than sight and is used by predators to identify
possible prey before actually spotting them.

In our demo we won’t focus on an accurate physical simulation of
the fish or on the reproduction of different high-level behaviours,
but we will implement a simple scenario where a prey fish will ac-
tually try to escape an attacking predator. The success of this action
will depend on the ability of the prey to detect the predator before
it attacks, as if the prey spots the predator from a distance, it could
escape. In this demo the initial positions of prey and predator are
randomly chosen and the final outcome is not predefined.
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The detection of a predator is based on a multi-state model to take
into account the awareness level of the prey. This awareness level
will influence the future perceptions and actions of the prey, e.g. if
the prey detects something unusual in an area, it will not approach
that area even if it cannot clearly detect a predator. This awareness
model is inspired by [Leonard 2003], and is based on the sum of
the sight and mechanoperception senses.

In the next section we will cover the state of the art on virtual fishes
simulation in real time and virtual agents percepts. We will then
move to describe the design of the demo and the different choices
that have been made in the implementation. Finally we will discuss
the results achieved.

2 State of the art

One of the first and most influential papers about artificial fishes
is the aforementioned [Tu and Terzopoulos 1994a]. In this paper,
fishes are categorised as prey, predators and pacifists, and a spe-
cial behavior is defined for each class. Complexity of the behavior
model in that paper extends up to modeling mating rituals. The
artificial fishes are embodied in a physical model capable of loco-
motion, thanks to a mass and spring system used to simulate the fish
muscles, and movement is obtained in accordance to hydrodynam-
ics laws. Physical simulation of the locomotion has been largely
explored both in [Tu and Terzopoulos 1994a] and [Stephens et al.
2003] and a connection between low-level movements and high-
level movement behaviours as in [Reynolds 1999] has already been
proposed. There is therefore a fair amount of material on physical
simulation so there is no need for our paper to investigate this as-
pect.

[Reynolds 1999] and [Reynolds 1987] can be considered the main
references regarding low-level movement behavior. These papers
outline a different number of movement behaviours, and inspired
the popular OpenSteer ( [Reynolds 2009]) framework.

Artificial fishes’ sensor system have also been proposed and ex-
plored in [Tu and Terzopoulos 1994b] and [Stephens et al. 2003],
while a scenario closely related to the one proposed in our demo
has already been explored in [Funge et al. 1999]. The paper im-
plements a competition between a prey (mermaid) and a predator
(shark) in a underwater environment. The mermaid and the shark
can take advantage of the sight sense to detect the opponent, but
only the mermaid has the ability to come up with a plan to evade
the faster shark, by hiding behind rocks.

A game oriented sensor system based on different perceptions and
awareness levels, featuring a sight sense based on viewcones, has
been employed in the game Thief: the Dark Project (Looking Glass
Studio), as described in [Leonard 2003]. Thief: the Dark Project
has been defined as a 3D stealth-based game, where the player has
to avoid detection rather than simply killing opponents. A percep-
tion system based on graphically represented viewcones has also
been made popular in the Commandos (Pyro Studios) games series.



3 Design

3.1 Environment

The environment in which the demo is settled is a simplified cylin-
drical model of an oceanic seabed. The bottom side of the cylin-
der is the sand bed, and includes a seaweed forest where predators
can hide and stalk preys passing by. The seaweed affects vision,
reducing the distance fish can be spotted, while it doesn’t impede
movement or vision from inside the forest to the outside.

Two types of agents are present in the environment: prey and preda-
tor. The prey’s goal is to survive swim around the environment and
avoid any contact with the predator; it can achieve this either by
avoiding being detected by the predator or by fleeing once it is de-
tected by the predator. On the other hand the predator will try to
detect the prey and overtake it.

3.2 Sensors

The virtual fishes perception system for the purpose of this paper
is based on two senses: sight and mechanoperception. These two
senses will generate different stimuli that the autonomous agents
can receive. Three levels of stimuli are considered:

no stimuli

some activity (the perception system detects something but the
source is unknown)

agent detected (positive identification of another agent)

The sum of the information collected by the perception system is
added to the agent knowledge. The agent will modify its behavior
according his knowledge of the environment and its AI model.

3.2.1 Sight

The proposed fish model has a cyclopean vision, i.e. the sight sense
receives data from a single point positioned in front, with a field
of view defined by a spherical angle. While [Tu and Terzopoulos
1994a; Stephens et al. 2003] suggest the use of a spherical angle, in
this paper we integrate the concept of viewcones defined [Leonard
2003]. Instead of having a single spherical field of view with a
given distance, we use different fields of view to model different
resolutions in peripheral vision. These viewcones will be modelled
as 3D cones centred on a fixed point between the fish’s eyes, and
the different viewcones will have a different maximum distance of
perception. Figure 1 illustrate the different viewcones of the preda-
tor.

Figure 1: Different fields of view for the predator. Green and yellow
represent different resolutions

If an object falls inside one of the viewcones of the agents, the ob-
ject is possibly visible to the agent. The distance the agent can see

is affected by the seaweed, and an object inside a seaweed forest
might not be spotted even if inside the normal view range. Addi-
tionally, since eyes catch moving objects more easily, we also add
a function of object velocity in the evaluation of the visibility score
ν.

We consider two thresholds τ1 and τ2 expressing the fish’s reactiv-
ity to the sight sense. The stimulus S perceived is then:

Ssight =


agent detected if ν < τ1
activity detected if τ1 < ν < τ2
no stimuli if ν > τ2

(1)

3.2.2 Mechanoperception

The mechanoperception is a sense that responds to mechanical pres-
sure. For an animal immersed in water, this means detecting the
vibration propagating in the liquid, in a similar way as surface ani-
mals can detect sound (vibrations travelling trough the air). While
in most surface animals the hearing sense is mainly located in the
ears, fishes can take advantage of the lateral line, an organ situated
along both sides of the body which detects vibration carried by the
water. The mechanoperception can therefore be roughly described
as a underwater hearing sense, capable of detecting fishes swim-
ming or otherwise producing vibrations. This can include, over
short distances, detecting the heart or gill muscles contracting.

Figure 2: Mechanoperception spheres. Different colours represent
different resolutions

In the demo we try to apply to this sense the concept of viewcones
already considered with sight. While we assume that the lateral
lines don’t have a directional resolution (so that the detection can be
performed in any direction without any penalty) we model different
levels of resolution in this sensor system as spheres. We define three
radii τ1, τ2 and τ3 centred on the fish’s body, as illustrated in figure
2. The detection of another fish will eventually occur according to
the distance δ between the sensing agent and the target T of the
perception.

Smech. =



agent detected τ1 < δ < τ2 and T is moving
agent detected δ < τ1 even if T is not moving
activity detected τ2 < δ < τ3 and T is moving
activity detected τ1 < δ < τ2 even if T is not moving
no stimuli otherwise

(2)



3.3 Behaviour

Prey and predator react differently to different awareness levels
generated by the sensor system. As already outlined, the possi-
ble stimuli perceivable are: no stimulus, activity detected or agent
detected. We model the two fishes’ AI as finite state machines with
the following states: wandering, aware, and chasing/fleeing, illus-
trated in figure 3. The fourth state, dead, is only reachable by the
prey when the predator bites it.

Figure 3: Finite-state machine of the agents

An agent will be initialised in the wandering status. In this status,
the prey will simply swim from one end to another of the environ-
ment, and will eventually leave the environment if it reaches the
opposite side without encountering the predator. The predator will
instead slowly swim through the environment, performing a wan-
dering behavior ( [Reynolds 1999]), and if it enters the seaweed
forest, it stops there for a random time before resuming the wander-
ing behavior.

If the prey detects some activity, it will move to the aware state. The
assumption is that the predator is actively looking for another living
being to eat, so it will be curious to investigate any activity detected.
In case of multiple sources, the closest one will be investigated.
On the other hand, the prey is suspicious and afraid of meeting a
predator, so will try to avoid any contact with unknown sources
of stimuli by slowly swimming away, because it can possibly be
a potential danger. Again, in case of multiple sources, the prey
will swim away from the closest. It’s worth noting that, since the
detection is affected by the velocity of the agents, the fishes will
always try to swim at the slowest speed with which they feel safe.

In the event of a positive identification, the prey will change to
the chasing/fleeing state. The prey will simply run away from the
source at full speed, aiming for any side of the cube, as it will
be considered safe if it exits the environment before the predator
catches it. The predator reaction to a positive identification is a bit
more complex, as it takes into account the chance of waiting for
the prey to get closer. The predator will remain in the aware state
and stay still pointing at the closes prey until it decides to start the
chase.

The predator will sprint and start to chase the prey only if is confi-
dent that the prey is close enough to outrun (i.e. closer than a given
fixed distance δ) or if the prey is moving away from the predator.
If the prey is moving towards the predator, the predator will wait
to have a higher chance of success in a second moment. Once the
chase has started, the two agents will perform the pursuit and eva-
sion behavior seen in [Reynolds 1999].

We also modelled a sort of intelligence value for the agent. As in
real life, similar initial situations can lead to different outcomes,
we decided to have the predator estimating the distance to the prey
instead of knowing the exact value. This decision results in a more
realistic predator making some evaluation mistakes once in a while
by starting the chase too early and failing to catch the prey.

3.4 Knowledge representation

The stimuli generating from the senses helps to build the agent
knowledge base. This knowledge base maintains information on
the position of the other agents. According to the last perception
received, the information available to the agent has different uncer-
tainty levels:

• If the agent is currently detected, its exact position and veloc-
ity is stored

• If some activity is detected, the position is stored, with an
added uncertainty radius that represent the vagueness of the
stimuli received

• If the agent was detected some moments ago but is now out
of reach, his estimated position is updated

Figure 4: Knowledge representation of the predator in a particular
moment

The estimation of an agent position, when it can no longer be di-
rectly detected, is based on the time passed and the last known ve-
locity. The position has an uncertainty radius that grows as time is
passing, and the position is updated according to the last known ve-
locity. The velocity also affects the growing ratio of the uncertainty
sphere. A representation of this knowledge base is shown in figure
4. After some time has passed, old information is dropped because
the accuracy is too low to be of any use.

3.5 Movement and physical model

The fishes are not being modelled as the spring-mass system de-
signed in [Tu and Terzopoulos 1994a], but as a simple point. The
point is centred on an approximation of the agent’s 3D model. The
two fishes will therefore be very similar to the boids described in
[Reynolds 1999] and [Reynolds 1987].

We modelled the prey to be faster than the predator, and so even if
the predator can take advantage of the initial faster sprint, this will
vanish after a few seconds. The predator is then able to catch the
prey only if it’s smart enough (e.g. hiding in the vegetation). Of all
the behavior defined in [Reynolds 1999], the ones implemented in
this demo are wandering, seek, flee, pursuit and evade.

The fight between prey and predator is resolved with a simple col-
lision detection. If the predator comes in contact with the prey, we
consider the prey to be eaten.

4 Implementation

The demo is implemented in C# using the XNA framework [Mi-
crosoft Corporation 2007], as opposed to the initial plan of using
OpenGL. This decision was taken early in the development phase
as the XNA environment proved to be more easy to use, allowing
for faster development.

The environment in which the agents operates is a 3D simulation
of the seabed, where the agents can move freely in all directions



inside a cylinder representing the boundaries. The predator and
prey are represented with a 3D model of a shark and a fish, available
from [Toucan Corporation 2008]; we added some simple skeletal
animation to them using Blender 3D. The underwater environment
is recreated with simple static models.

While OpenSteer ( [Reynolds 2009]) was an appealing framework
to implement movement behaviours, we considered the additional
effort of including it in our simple demo to be greater than the effort
required to implement the trivial behaviours requested.

During the demo some information can be displayed by pressing
keys 1 to 7 on the keyboard; these will turn on and off the visu-
alisation of the fishes’ senses and knowledge representation, while
pressing the 0 key will activate/deactivate the predator’s AI. Dif-
ferent initial scenarios, with different numbers of fishes and deac-
tivated AIs, can be shown by pressing the F1 to F5 keys. The last
scenario (F5) allows the user to control the prey movement with the
XBoX 360 controller.

The simulation is able to run in real time with 100 fishes on a desk-
top computer and the outcomes are determined by the rules outlined
in this paper, resulting in a realistic simple animation of a prey-
predator interaction. The only scripted action is the initial setup of
the scene.

A video of the demo can be found at:
http://www.youtube.com/watch?v=pb1hKTFWgY0

4.1 Issues

The demo was initially designed to have only two agents and we
later decided to have more than one prey. As result of this, we had
less time to polish this scenario and some unrealistic behaviour can
be seen in the predator while in the aware state. Even if there is
nothing wrong with the behaviour itself (constantly changing the
focus from one prey to another, according to which one is the clos-
est), the animation resulting is not smooth, as the predator seems
to jitter as it faces the current target. This can easily be fixed by
including a delay in the rotation.

It’s also worth nothing that due to the limited size of the environ-
ment, chases can’t go on forever. Eventually the agents will reach
the border of the environment and turn around to avoid the colli-
sion. This will result in a fleeing prey slowing down to turn and
therefore the predator will always catch a fleeing prey after some
time. However if we remove the world limits, the faster prey will
successfully flee by simply increasing the distance from the preda-
tor up to the point where the predator is not able to detect the prey
anymore.

4.2 Improvements

The demo might use a better wandering steering behaviour, as after
a while all the fishes tend to concentrate on the ceiling or the bottom
of the environment. Removing the world boundaries but somehow
keeping the models visible should improve the behaviour.

Adding physical simulation to the fishes, as proposed in the origi-
nal papers, will probably also add to the credibility of the simula-
tion, as well as adding more fish and environment models like rock,
sunken ships and vegetation. But the main improvement regarding
the credibility of the fishes would result from using more realistic
sense parameters (orientation, field of view, distance) coming from
biological studies and having some sort of collaboration between
the prey (e.g. flocking behaviour).

Last but not least, having already implemented a user-controlled
prey in one of the scenarios, one can consider the idea of creating a

simple stealth game out of this demo.
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